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Abstract Oxides surfaces and thin films are finding
continuous new technological applications and repre-
sent an important class of systems in materials science.
Today we assist to a considerable effort to character-
ize the surfaces and the interfaces of oxide materials at
an atomistic level. The intense experimental activity in
this field has stimulated a parallel computational activity
based on high-quality first principle calculations. In this
review we focus our attention on the properties of oxide
surfaces, and we describe the main factors that contrib-
ute to determine their behaviour: (1) nature of the bond-
ing and electronic structure of the oxide; (2) surface
morphology and defectivity; (3) doping and function-
alization; (4) redox properties; (5) nano-dimensionality
(e.g. in ultra-thin films). We also show how each of these
parameters can affect the properties of supported metal
atoms and nano-particles.

Keywords Oxide surfaces · Metal–oxide interfaces ·
Metal clusters · Surface chemistry · Defects · Thin films

1 Introduction

Oxides surfaces and thin films are finding continuous
new applications in advanced technologies like corro-
sion protection, thermal coating, in microelectronics for
their dielectric properties; films of magnetic oxides are
integral components in magnetic recording devices and
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many microporous materials are based on oxides. Today
there is a considerable effort to characterize the sur-
faces and the interfaces of oxide materials at an atom-
istic level. New experimental methods allow to growth
oxide films of various thickness on metal supports and
to study their analogies and differences with crystalline
and amorphous oxides [1–5]. This has opened the route
towards a new class of materials with unprecedented
properties often connected to the reduced dimensional-
ity of the films. Furthermore, supported oxide thin films
allows one to overcome the difficulties connected to the
use of electron spectroscopies to study insulating oxides
and also allows the detailed mapping of the surface via
scanning tunneling microscopy (STM) images.

Well-characterized oxide supports can serve as model
systems of supported metal catalysts [6,7]. To this end,
new preparation techniques have been developed to
deposit well defined and mono-dispersed metal clusters
and to study their reactivity as a function of support,
metal, cluster size, etc. [7]. In this way, complex catalytic
processes can be divided into a series of elementary steps
thus allowing a more detailed microscopic characteriza-
tion. The increasing experimental activity has stimulated
a parallel computational activity based on first principle
calculations. Often it is only from a combined use of
theory and experiment that the exact surface structure
and the behavior of supported metal clusters have been
identified.

Nowadays, first principle band structure calculations
based on large supercells are routinely done and provide
an essential complement to experiment to identify
surface properties. Band structure calculations, usually
based on plane waves basis sets and on the density
functional theory (DFT) approach, represent the most
appropriate computational method to study extended
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solids. However, an alternative approach, the cluster
approach, has been developed with the aim of describing
in chemical terms interactions occurring at surfaces and
other localized phenomena [8]. The design of appropri-
ate cluster models to represent bulk solids or surfaces
has been a central activity of our group in the past and
has lead to several important results.

In this review we summarize through selected exam-
ples some general concepts on oxide surfaces, interfaces,
and supported clusters. We provide a brief overview
of a field of nanoscience that has the potential to pro-
duce spectacular results in the near future. We do not
restrict the analysis to computational results, but we also
illustrate important experimental aspects and discuss
illustrative cases where the joint use of theory and exper-
iment has permitted substantial advances in the field.

2 Computational models of surfaces

2.1 Periodic models

The electronic structure of solids is usually described in
terms of band structure. A unit cell containing a given
number of atoms is repeated periodically in three dimen-
sions to account for the “infinite” nature of the crystal-
line solid and the Schrödinger equation is solved for
the atoms in the unit cell subject to periodic bound-
ary conditions. This approach can also be extended to
adsorbates on surfaces by means of the supercell method
in which an artificial periodic structure is created where
the adsorbate is translationally reproduced in two direc-
tions of space, Fig 1a. This procedure allows the use of
efficient computer programs either based on DFT and
plane waves approaches [9] or on Hartree–Fock (HF)
and post-HF based methods with localized atomic orbi-
tals [10,11]. With the usual dimensions of the supercells,

one models relatively high adsorbate coverage, from
full monolayer, θ = 1, to 1/8 of monolayer, θ = 0.125,
rarely below. The problem of the interaction between
the adsorbates is usually negligible, except when the
adsorbate is charged or induces a large surface dipole.
The treatment of charged adsorbates with the super-
cell approach is feasible but requires to include dipole
corrections to remove the long range Coulomb inter-
action between the charges [12], a procedure which is
not always straightforward. Furthermore, the supercell
approach is not suited to simulate highly disordered sit-
uations or sites characterized by low-symmetry such as
defects or morphological irregularities.

2.2 Local cluster models

The alternative to the periodic band structure methods
is the cluster model approach [8,13,14]. A finite number
of atoms is used to describe a part of the surface, and the
rest is treated in a simplified way (embedding), Fig. 1b.
The main conceptual difference is that in the cluster
approach one uses molecular orbitals, MO, instead of
plane waves. The description of the electronic proper-
ties is thus done in terms of orbitals, allowing one to
treat problems in solids with the typical language of
chemistry, the language of orbitals. This is particularly
useful when dealing with surface problems and with
the reactivity of a solid surface. Of course, cluster mod-
els are not free from limitations and their use requires
more experience than that of periodic approaches. The
most serious drawback is that the effect of the sur-
rounding is taken into account in an approximate way
(“embedding‘’). The advantages are (1) the description
of a very low coverage of adsorbates or concentration
of defects; (2) the possibility to use accurate theoreti-
cal methods derived from quantum chemistry (explic-
itly correlated wave function based methods, like CI,

Fig. 1 Schematic representation of a a slab model and b an
embedded cluster to represent an oxide surface. The spheres of
different color represent cations and anions of the system; in the

cluster model the quantum mechanical part is surrounded by a
large array of classical ions (polarizabile ions, point charges, etc.)
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MCSCF, CCSD(T), etc.); (3) the possibility to use hybrid
DFT functionals (e.g. the popular B3LYP exchange-cor-
relation functional, see Sect. 3.2) thus removing uncer-
tainties connected to pure DFT functionals (see
Sect. 3.3); (4) the possibility to compute optical spec-
tra and excited states properties or (5) to treat properly
spin states, EPR spectra and magnetic coupling inter-
actions (particularly important for radical species, or
defects with localized holes or electrons [15]). Some of
these problems can be removed also by using periodic
codes based on localized atomic orbital basis sets, like
the CRYSTAL code developed over the past 20 years at
the University of Torino [16].

2.3 Embedding schemes

Approximate embedding schemes have been proposed
for oxide or inorganic materials. There are two limit-
ing situations where embedding works satisfactorily, i.e.
when the solid has a distinct ionic or covalent character.
In the first case one has to include the Madelung poten-
tial of the extended crystal, in the second case to satu-
rate the dangling bonds at the periphery of the quantum
cluster. For example, in SiO2, a covalent polar oxide, the
cluster dangling bonds are often saturated by H atoms
with satisfactory results [13] (but more elaborate embed-
dings have been developed, see below). Things become
much more complex when one deals with semi-covalent
oxides or with transition metal (TM) compounds where
the oxidation state of the TM ion can change. In these
cases the design of properly embedded clusters is prob-
lematic. In fact, few examples of this approach exist for
the treatment of TM oxides. The model works provided
that no charge transfer occurs between the adsorbed
species and the surface; when this occurs charge may
accumulate at the low-coordinated TM ions at the clus-
ter border.

The embedding of ionic solids provides results fully
comparable with those obtained from periodic models
(see e.g. Sect. 6.2). A simple approach is to surround the
quantum cluster by a large array of point charges (PC)
to reproduce the Madelung field of the host [17]. Since
positive PC’s polarize the oxide anions at the cluster bor-
der and cause an incorrect behavior of the electrostatic
potential [18], they are usually replaced by an effective
core potential, ECP, with no basis functions represent-
ing the finite size of the cation core [19]. What is still
missing is the polarization of the host crystal induced by
an adsorbed species or by the presence of a defect. This
effect can be particularly important for charged species.
The polarization energy, Epol, induced by a charge on

the surrounding lattice of an insulator can be estimated
by means of the classical Born formula [20]:

Epol = −(1 − 1/ε)q2/2R (1)

where ε is the dielectric constant of the material, q is
the absolute value of the charge and R is the radius
of the spherical cavity where the charge is distributed.
Since a certain degree of ambiguity remains in the defi-
nition of R, this correction is only qualitative [21]. In
a more refined approach instead of PC’s the cluster is
surrounded by polarizable ions described according to
the shell model approach [22,23] (here an ion is repre-
sented by a point core and a shell connected by a spring
to simulate its dipole polarizability); in this way the
polarization response of the host is taken into account
self-consistently. In a recent extension [24,25] all quan-
tum-mechanical, interface and classical ions (both cores
and shells) are allowed to relax simultaneously in the
course of geometry optimization, taking into account
the lattice polarization of a very large crystal region.

Embedding schemes for polar covalent oxides with
directional bonds have to face substantial complications
due to the necessity that the QM cluster is cut from
a covalent framework. Consequently, artificial unsatu-
rated bonds appear for atoms at the boundary of the
QM cluster. Therefore, special capping atoms terminat-
ing these dangling bonds are introduced in the interface
region. For such terminations, H atoms are often used
and referred to as “link atoms”, with special restrictions
for the length and orientation of the saturating bond
[26–28]. Since these link atoms are absent in the real
system, their energy contributions have to be eliminated
[26,27], e.g., by a subtraction scheme as suggested by
Morokuma and co-workers for organic compounds and
complexes [29]; the approach correctly represents the
steric constraints of the framework. Usually in such pro-
cedures the QM Hamiltonian does not depend on the
charge distribution of the environment and thus effects
of the environmental long-range Coulomb potential are
accounted for only at classical level. Some approaches
have been proposed to overcome this deficiency [28,30,
31]. These procedures account for mechanical as well
as electrostatic coupling between the QM and classical
parts of the system.

3 Electronic structure determination

DFT methods have been developed for the descrip-
tion of crystalline solids (and later of surfaces) and it
is only in the last 20 years that they become common
practice also in molecular quantum chemistry. It is not
surprising that the vast majority of studies done on oxide
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surfaces make use of this approach. Nevertheless, there
are several issues where a treatment based on wave func-
tion methods is desirable. In the following we provide
some reasons for this.

3.1 Wave function based methods

The best approximation to the energy of a N-electrons
system is given by the Full Configuration Interaction,
FCI, approach. However, FCI calculations grow so fast
with the number of basis functions that practical com-
putations can be carried out only for systems with small
number of electrons. On the opposite side, a simple
N-electron wave function can be constructed from a
single Slater determinant leading to the Hartree–Fock
(HF) approach. Since correlation effects are not
included, HF solutions are inadequate for the study of
chemical phenomena, including those occurring at sur-
faces. However, the contribution of the HF determinant
to a FCI wave function is by far the dominant term,
which means that important qualitative insight in sur-
face and materials chemistry can be and indeed has been
obtained in the past from HF calculations [8]. The prob-
lem of including correlation effects in an approximate
way has been central in quantum chemistry for three
decades. This led to the development of various meth-
ods like truncated CI methods (e.g. SDCI). Since this
requires the diagonalization of very large matrices, it
can be used only within the cluster model approach, and
are is not very practical for surface studies. Still, exam-
ples of SDCI calculations for oxide surfaces have been
reported [32]. The alternative based on the estimate of
the contribution of the excited determinants by using
the perturbation theory (MP2, MP3, MP4, etc.) [33,34]
has been used in connection with cluster models. The
extension of truncated CI is the so-called Multi Refer-
ence CI, MRCI, approach where excitations, usually sin-
gle and double, from a set of reference determinants are
explicitly considered [35]; this approach has been widely
used to study optical properties of point defects in sil-
ica using cluster calculations [36]. Other ways to solve
the correlation problem have been proposed leading to
methods like CASPT2 [37,38]. Examples of calculations
of optical excitations of surface and bulk defects based
on this technique exist [39,40]. The coupled-cluster sin-
gles and doubles method with the perturbative estimate
of the triples contribution, CCSD(T), is considered to
be very accurate for molecular compounds, but its use
for surface problems is again very limited because of
the very high computational cost. A recent example
is that of AuCO complexes formed at the surface of
MgO [41].

3.2 Density functional theory based methods

The description of the fundamental aspects of DFT is
beyond the scope of this review. However, there are a
few points that need to be commented. In DFT the total
energy is written as a combination of terms depending
on the electron density ρ only:

E[ρ] = Ts[ρ] + Eext[ρ] + Ecoulomb[ρ] + EXC[ρ] (2)

Ts[ρ] is the kinetic energy of the non-interacting elec-
trons, Eext[ρ] accounts for the contribution of the exter-
nal potential, Ecoulomb[ρ] corresponds to the classical
Coulomb interaction and EXC[ρ] accounts for the
exchange part due to the Fermi character of electrons
and the correlation contribution. The success of DFT
is strongly related to the ability to approximate EXC
in a sufficiently accurate way. Once EXC[ρ] is known,
the effective potentials are also known and solving the
Kohn–Sham equations is similar to solving the HF equa-
tion.

Several approaches to EXC[ρ] have been proposed
with increasing accuracy and predictive power, starting
from the proposal of Vosko et al. [42] known as the Local
Density Approximation, LDA, and of its variant for
open shell systems Local Spin Density Approximation,
LSDA. LDA has been successful in the description of
metals, although has experienced more difficulties with
ionic solids (for instance, LDA incorrectly predicts a
magnetic insulator like NiO to be a metal [43,44]). Being
similar to the Unrestricted Hartree–Fock, UHF, formal-
ism, LSDA suffers from the same drawbacks when deal-
ing with open shell systems, in particular in the study of
magnetic systems.

The DF methods that go beyond LDA and improve its
performances can be grossly classified in Gradient Cor-
rected (GC) or Generalized Gradient Approximation
(GGA) and hybrid methods. In the first set the explicit
calculation of the EXC[ρ] contributions involves not
only the density, ρ, but also its gradient, ∇ρ. The number
of GC functionals is steadily increasing but among those
widely used for oxide surfaces we quote the Perdew–
Wang [45,46], PW, and Perdew–Burke–Ernzerhof [47]
exchange–correlation functionals. Another popular gra-
dient corrected exchange-correlation functional is the
one proposed by Becke [48], and Lee–Yang–Parr [49],
BLYP. Hybrid functionals, a family of methods based
on an idea of Becke [50], mix DF and Fock exchange
and local and GC correlation functionals in a propor-
tion that is obtained from a fit to experimental data.
The most popular hybrid method, B3LYP [50], works
surprising well also for ionic and covalent solids despite
the fact that the parameters entering the expression of
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the exchange functional have been derived on a series
of simple molecules.

Before closing this paragraph it is useful to men-
tion that successful examples of applications of DFT
to excited state problems have been reported in recent
years. This is based on the time-dependent density func-
tional theory (TD-DFT) where excitation energies are
calculated from the poles of the frequency-dependent
polarizability and the oscillator strengths from the resi-
dues. TD-DFT is more accurate than the CI single (CIS)
method [51], and can provide transition energies for
defects in bulk silica with an accuracy similar to that
of MRCI or coupled-cluster methods [52]. However,
electronic transitions to states which are close to the
conduction band edge are poorly reproduced [52].

3.3 DFT versus wave function methods for solid state
problems: open questions

It is still under discussion which functional provides the
best chemical accuracy and description of the electronic
structure. For many systems this choice is not critical
and the use of various functionals permits to add error
bars to the computed quantities. However, in the sys-
tems of interest in the present review, oxide surfaces
and interfaces, the choice of the functional is crucial. We
mention here two extreme cases, but the list is longer.
The first is the adhesion energy of a metal to an oxide.
The case of a Cu atom on the MgO(100) surfaces has
been studied in detail [53]. The reported values range
from an unbound Cu atom at the HF level to a moder-
ate adsorption, 0.35–0.90 eV, at GC DFT level, to strong
adsorption, about 1.5 eV, using LDA. Notice the large
spread of gradient-corrected DF values. Ranney et al.
[54] have extrapolated the adhesion energy of a single
Cu atom on MgO from microcalometric measures of the
heat of adsorption, and have found a value of 0.7 eV. This
suggests that the BP and BLYP seem to provide the best
answer, while hybrid functionals slightly underestimate
the adsorption energy [53].

Things are completely different when one consid-
ers an extended metal/oxide interface. Mattsson and
Jennison [55] have shown that the work of adhesion
of Pd(111) to α-Al2O3 computed at the LDA level,
2.4 J/m2, agrees better with the experiment, 2.8 J/m2 [56],
than the GGA adhesion energy, 1.6 J/m2 . This is quite
surprising in view of the superior performances of GGA
for energetics. The interfacial bonding of Pd(111) to a
wide-gap ionic oxide (like MgO or α-Al2O3) is domi-
nated by local polarization contributions which are well
described by DFT, but the surface energies of both the
metal and the oxide have substantial errors due to self-
interaction. The correction is much larger for GGA than

for LDA, where an accidental cancellation of errors
produces better agreement with experiment. Once the
surface energies have been corrected, e.g. following a
scheme recently proposed by Mattsson and Kohn [57],
both the GGA and LDA adhesion energies are within
the experimental error bars. The last word about the
method of choice in the calculation of adhesion energies
of metal overlayers to oxides has not yet been written.

The other example is related to the description of
spin properties, such as the EPR spectra of trapped elec-
trons or of paramagnetic defects, the magnetic coupling
of transition metal ions, etc. The “classical” model of an
[AlO4]0 defect center in quartz, an Al impurity replacing
a four-coordinated Si atom, is that a hole forms on a non-
bonding orbital of an O atom with consequent asymmet-
ric relaxation along one particular Al-O direction. This
model has been proposed several years ago based on the
analysis of the EPR spectra of Al-doped SiO2 [58] and
of HF cluster model calculations [59]. Theoretical stud-
ies based on DFT (LDA or GGA) and supercell plane
wave calculations proposed an alternative model where
the hole is completely delocalized over four O neighbors
to the Al impurity [60,61]. From the direct comparison
of computed and measured hyperfine and superhyper-
fine coupling constants it follows that this latter picture is
incorrect [15]. The different physical description emerg-
ing from cluster HF and supercell DFT calculations has
nothing to do with the model used, cluster or supercell,
but is due to the non exact treatment of exchange in
DFT and to the well known problem of the self-inter-
action correction. Care is needed when DFT is used to
describe localized holes in insulators [15].

In general, the treatment of materials like magnetic
insulators, oxides of the f-elements or similar compounds
characterized by the presence of partially filled d or f
shells, requires the use of hybrid functionals or, in alter-
native, of the LDA+U or GGA+U methods. This lat-
ter approach was proposed by Anisimov et al. [62] to
bridge the gap between conventional LSDA methods
and the Hubbard model. The DFT+U method provides
an alternative to correlated cluster-based calculations.
The solid is treated as a periodic continuum and on-site
electron repulsion terms are included using an effec-
tive one-electron potential which acts differently on the
occupied and unoccupied orbitals. Also the size of the
band gap in insulators, an important property in the con-
text of oxide surfaces, is better described at the DFT+U
level, although it has been shown that hybrid function-
als like the B3LYP approach provide very accurate pre-
dictions of this quantity [63]. For all these reasons new
algorithms have been recently developed aimed at intro-
ducing hybrid functionals also in connection with plane
wave approaches [64].
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4 Structure and properties of oxide surfaces

The chemistry of oxide surfaces depends basically on
four main factors: (1) nature of the bonding (ionic, cova-
lent, or semi-covalent) and electronic structure of the
oxide (wide gap insulator, semiconductor, or metallic);
(2) surface morphology (nature and abundance of low-
coordinated sites, presence of extended defects, surface
area, porosity, etc.); (3) functionalization (doping with
heteroatoms, electron rich surfaces, mechanically acti-
vated surfaces, etc.); (4) redox properties (reducible
transition metal oxides, presence of partially filled d or f
shells, etc.). The identification of the importance of each
of these terms is a typical task for theory. In the following
we provide a number of examples which illustrate how
surface chemistry of oxides depends on these aspects.

4.1 Ionic bonding in oxides and surface chemistry:
the example of H adsorption

A good example of reactivity of an oxide surface related
to the bonding nature in the material is the reaction
with H atoms. Different oxides give rise to completely
different behaviour in this respect. Let us consider alka-
line-earth oxides and in particular MgO, a prototype of
ionic oxides with NaCl-type structure and a morphology
based on extended (100) planar faces where both Mg2+
and O2− ions are five-coordinated (5c) and chemically
inert. Depending on the preparative method, surface
areas of up to 1,000 m2 g−1 can be produced [65]. As
a result, low-coordinated ions, primarily located at the
steps or edges (four coordinated, 4c), kinks or corners
(3c), etc., become more abundant. Exposure of MgO
[66] or CaO [67] powders to H atoms results in the for-
mation of excess electrons which are responsible for the
blue color acquired by the material. EPR spectroscopy
shows that paramagnetic centers are formed on the sur-
face. For many years it has been assumed that H atoms
split in a trapped electron, (e−), and a proton, (H+),
by reaction with specific point defects like the F2+

s cen-
ters, electron deficient oxygen vacancies (see Sect. 4.2)
[68]. The difficulty to reconcile some experimental evi-
dence with theoretical models lead to the suggestion
of a different possibility, i.e. that the H atom is ion-
ized by “normal” Mg and O ions on the surface due to
the strong electrostatic potential generated by the ionic
oxide [69,70]. This reaction does not occur on the sur-
face of other oxides like, for instance, SiO2. On MgO the
splitting of the H atom in a proton (H+) adsorbed on
a O2− anion and an electron (e−) trapped near one or
more Mg2+ cations occurs only on low-coordinated sites
with an exothermic reaction, Fig. 2. The resulting para-
magnetic center, named (H+)(e−) pair, can be obtained
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Fig. 2 Potential energy curve for the dissociation of an H2 mole-
cule on a reverse corner site of the MgO surface. The dissociation
has a small activation barrier and leads to the formation of (H+)
and (H−) ions bounds to O anions and Mg cations, respectively.
The corresponding reaction is exothermic

by heterolytic dissociation of H2, Fig. 2, followed by
UV irradiation, and exhibits computed EPR hyperfine
coupling constants, O–H vibrations, and optical transi-
tions, in complete agreement with the experimental data
[69,71,72]. The chemical process, which occurs at tem-
peratures as low as 77 K, is

Mg2+
nO2− + H• → Mg2+

n(e−
)(O2−H+) (3)

and leads to the formation of electron-rich alkaline-
earth metal oxide surfaces. Notice that this reaction does
not take place on flat (100) terraces, nor in the bulk.
Thus, by exposing nanostructured polycrystalline alka-
line-earth oxides to H atoms (or to H2 molecules under
UV light) one has a way of “dropping” excess electrons
on specific surface sites.

This has important consequences on the surface reac-
tivity. Molecules exposed to electron-rich surfaces are
irreversibly reduced, via electron transfer, to the corre-
sponding radical anions. Here the ionic surface acts both
as reducing agent and stabilizing medium. Many exam-
ples of this reactivity have been studied over the years.
Molecular oxygen readily reacts with (H+)(e−) surface
pairs to form the superoxide O−

2 radical ion which is then
stabilized in proximity to the adsorbed proton (hydroxyl
group) [73,74]:

O2(gas) + (H+)(e−)surf → (O−
2 )(H+)surf (4)

Ab initio calculations provided essential information for
the identification of the resulting radical species, mainly
based on the comparison of calculated and measured
17O hyperfine coupling constants [75]. Surprisingly, also
N2 interacts with (H+)(e−) centers below 100 K with
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formation of a N−
2 surface radical, with a net one elec-

tron transfer from the surface to the N2 π∗ orbitals
[76,77]:

N2(gas) + (H+)(e−)surf → (N−
2 )(H+)surf (5)

The bond of the activated N−
2 molecule is ∼9% longer

in the reduced state. This is a rare example of forma-
tion of N−

2 radical anion on a surface, with a completely
reversible process. The reversibility has been explained
by quantum chemical calculations, which identified a
very small energy barrier between the N−

2 /MgO bound
state (electron transfer) and the N2/MgO physisorbed
state [76,77].

The interaction of atomic hydrogen with covalent
oxides like SiO2 or transition metal oxides like TiO2
is completely different from that of MgO. Periodic DFT
calculations [78] and EPR measurements [79] show that
in bulk silica or on the silica surface the H atom inter-
acts very weakly with the pores of the material and that
therefore posses high mobility even at temperatures as
low as 30 K [80]. Only with specific point defects (e.g.
oxygen vacancies) the neutral H atom interacts chemi-
cally to form stable complexes [78]. The reason is that
the silica regular lattice is held together by strong cova-
lent bonds which do not exhibit any tendency to react
with the H radical. Hydrogen atoms do not reduce the
SiO2 lattice. This is opposite to TiO2. Here the addi-
tion of an H atom to the bridging oxygens of the rutile
(110) surface results in the formation of a proton bound
to the O site (hydroxyl group) and one electron which
is accommodated in the 3d states of a nearby Ti ion
(Ti4+ → Ti3+). As a consequence, a reduction of the
surface occurs with similar characteristics of an oxy-
gen deficient TiO2 surface [81]. The properties of the
H-reduced TiO2 surface have been recently discussed
based on periodic DFT calculations. It was shown that
the inclusion of the exact Fock exchange (e.g. using the
B3LYP hybrid functional) is essential for the correct
description of the hydroxilated surface [81].

4.2 Surface defects and morphology: where reactions
occur

Many properties of inorganic materials and of their sur-
faces are controlled, beside their geometric and elec-
tronic structure, by faults or defects in the structure
[82,83]. Defects are terribly important in chemistry, as
they largely determine phenomena like corrosion and
catalysis by certain oxides. The chemical, electrical and
optical properties of bulk defects have attracted a con-
tinuously increasing interest in material science, to the
point that a new discipline, defect engineering, has
emerged. Defect engineering is aimed at manipulating
the nature and the concentration of defects in a material
so as to tune its properties in a desired manner. While
this is well known in the field of bulk materials, it is only
recently that attention has been given to the problem of
defects at oxide surfaces.

Just to give an example, about a dozen of different
types of defects and irregularities has been identified
and described in the literature for MgO [84]. Appre-
ciable concentrations of defects can change completely
the chemical behavior of the MgO surface. For instance,
while a single crystal nearly defect-free (100) MgO sur-
face is totally inert towards CO adsorption [85], poly-
crystalline MgO reacts at low temperature with the same
molecule with formation of complex carbonate species
[86] (see also Sect. 4.2).

Among the defects identified at oxide surfaces the
oxygen vacancy has attracted the greatest attention.
Depending on the material, the structure and proper-
ties of oxygen vacancies can vary substantially to the
point that they can be considered as a fingerprint of
the electronic structure of the oxide. Let us consider
two simple binary oxides like MgO and SiO2. In MgO a
missing O atom from the bulk or from the surface results
in two trapped electrons localized in the cavity center,
Fig. 3a. The driving force for the electron localization is
the Madelung potential of the highly ionic crystal. The

(a) (b) (c)

Fig. 3 Charge density plots for an oxygen vacancy created on
a an ionic crystal (e.g. MgO), b a transition metal oxide (e.g.
TiO2), and c a covalent-polar oxide (e.g. SiO2). In a two elec-
trons are trapped at the center of the cavity by strong electrostatic

potential of the ionic lattice; in b the electrons are localized on
atomic-like d orbitals of the transition metal cation; in c the two
electrons occupy a bonding orbital with formation of a direct bond
between the two cations (e.g. a Si–Si bond)
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place occupied by O2− in the regular lattice is taken
by two “free” electrons in the defective crystal, so that
the removal of a neutral O atom from the MgO surface
results in a very small local relaxation (less than 1%).
The electrons trapped at an oxygen vacancy in MgO give
rise to new states in the gap of the material and to typi-
cal excitations in the visible region of the spectrum, thus
changing the color of the defective material (these cen-
ters are called F centers, from Farbe, the German word
for color). The position of the impurity levels associated
to F and F+ centers generated by electron bombard-
ment on MgO/Ag(100) films has been established by
scanning tunneling spectroscopy (STS) and interpreted
from cluster model calculations [87].

The situation is completely different in SiO2, a solid
characterized by covalent polar bonds. In SiO2 the
removal of an O atom from a ≡Si–O–Si≡ linkage results
in two Si dangling bonds, ≡Si•, which recombine to form
a ≡Si–Si≡ covalent bond with two electrons occupying
a localized Si–Si bonding state, Fig. 3c [88]. The process
is accompanied by a strong geometrical relaxation (the
Si–Si distance decreases from 3.06 Å in the regular lat-
tice to 2.4–2.5 Å) and the associated optical transition
involves localized excitations from a bonding to an anti-
bonding state in the gap [88]. The nature of the oxy-
gen vacancy in the two oxides, therefore, is completely
different as the result of the different electronic struc-
ture, highly ionic in MgO, covalent polar in SiO2.

What about intermediate cases like the surface of
TiO2, a reducible transition metal (TM) oxide? TiO2
has a ionicity intermediate between fully ionic (Ti4+ and
O2−) and covalent; a rough estimate indicates a charge
of about +2 on Ti and −1 on O [89]. The presence of
d orbitals on Ti offers new possibilities to redistribute
the electrons involved in the bonding with the O atom
which has been removed. A characteristic of TM metal
oxides is the possibility to change the oxidation state of
the metal. The creation of an O vacancy in TiO2 leads to
a situation which differs from those described above for
MgO and SiO2. In TiO2 in fact, the two electrons associ-
ated to the vacancy are neither trapped in the cavity (as
in MgO) nor lead to the formation of a Ti–Ti bond (as
in SiO2). Rather, they are transferred to the empty 3d
levels at the bottom of the conduction band belonging
to the adjacent Ti atoms, Fig. 3b and Fig. 4 [90]. Since
the 3d states are rather localized, this corresponds to a
change of the formal oxidation state, from Ti+4 to Ti+3.
The presence of an unpaired electron in the 3d shell of
the Ti atom leads to the formation of a paramagnetic
defect [90].

This is an important characteristic of a defect. In fact,
defects are often elusive species, highly diluted, and diffi-
cult to detect. Often the proofs of their existence are
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Fig. 4 Density of states (DOS) of an oxygen vacancy in TiO2 as
obtained from a B3LYP periodic calculation. The DOS shows the
presence of occupied states in the gap of the semiconductor oxide,
at about 1 eV below the conduction band

indirect, based on the change of a property or of a spec-
troscopic response as a function of the defects concen-
tration. When defects consist of single electrons trapped
in special sites they can be detected by EPR. This tech-
nique is rather sensitive, being able to reveal 1012 spins;
this means that for a high surface area polycrystalline
sample of, say, 200 m2 /g the lower limit of sensitivity is of
107 spins/cm2, i.e. about a paramagnetic center every 108

surface atoms. This is much better than the sensitivity of
optical measurements which, for high dilutions, cannot
detect the electronic states associated to the defect.

We consider now the activity of another kind of
defect, the low-coordinated sites. We do this by ana-
lyzing the adsorption properties of CO [91–93]. As we
mentioned before, the (100) surface of MgO, where all
the ions are 5c, is unreactive towards CO which binds
very weakly at the cation sites (by 0.13 eV) [85,94,95];
thus, CO sticks on the (100) surface only at temperatures
well below liquid nitrogen. Ultra-thin MgO films [4,96]
exhibit similar properties to those of MgO single crys-
tal surfaces provided that the morphology of the films
is well controlled. In fact, CO binds to low-coordinated
Mg2+ cations at steps or corners with energies of 0.2–
0.4 eV [97,98], and a direct correlation exists between
the strength of the Mg–CO bond and the C–O stretching
frequency which is shifted to higher values by effect of
the field-dipole interaction [99–101]. This allows one to
detect and titrate low-coordinated cation sites on high-
surface area MgO samples [91].

Even a rather unreactive molecule like CO interacts
with the exposed oxide anions of MgO located at edges,
steps, corners, to form complex anionic polymeric spe-
cies [93]. This occurs at low-temperature and has been
followed by infra-red (IR) spectroscopy [91]. Low-coor-
dinated oxide anions of MgO exhibit a large basicity
[102]. This has been rationalized in terms of reduced
Madelung potential, UMad, at exposed sites of an ionic
surface [103]. The O2− ion is unstable in gas-phase where
it dissociates spontaneously into O− + e−, but exists in
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ionic oxides because of the stabilizing effect of UMad.
However, UMad decreases going from the bulk (6c) to
the surface (5c) and even more to steps, edges, cor-
ners and kinks (3c or 4c) [13]. A lower UMad shifts to
higher energies the filled O 2p levels of the O2− ion, and
increases their basic character [103]. In fact, this desta-
bilization favors the transfer of charge to an acceptor
molecule that binds to this site. Still, the high reactivity
of low-coordinated oxide anions of MgO is surprising in
view of the complete absence of reactivity of the same
ions placed on regular terraces.

DFT calculations have permitted to unravel interac-
tion mechanism, structure, and properties of the
(CnOn+1)

2− polymeric species that form on MgO
nanocrystals [104]. Oxide anions at steps, edges, kinks,
corners form with CO complex polymeric species,
[Olc(CO)n]2− (n = 1 to 5), see Fig. 5, with exother-
mic, non-activated reactions, thus explaining the high
reactivity even at very low temperatures. The calcula-
tion of the vibrational properties has allowed a direct
comparison with the measured IR spectra, leading to
the conclusion that the first sites reacting with CO are
the 3c oxide anions at corners (or kinks); only at higher
CO exposures also the step and edge sites adsorb CO,
probably after all the 3c sites have been populated [104].

The very different reactivity of oxide anions located
on different sites of the MgO surface is a clear example

of the importance of the morphology in determining the
properties of oxide surfaces. Both statements “MgO is
completely unreactive towards CO” and “MgO is very
reactive towards CO” are correct, despite they contain
contradictory messages. The reason is that when dis-
cussing oxides reactivity, it is not sufficient to mention
the oxide, but one has to specify its form (single crystal,
polycrystalline, amorphous, thin film, etc.) and morphol-
ogy. Today, a large effort is directed to the prepara-
tion of nano-structured oxide materials with properties
that differ substantially from those of the corresponding
“classical” forms.

4.3 Doping and functionalization of oxide surfaces

Intrinsically unreactive oxide surfaces can become reac-
tive by inclusion of heteroatoms diluted in the oxide
matrix, by anchoring adsorbed molecules, etc. This pro-
cess, known as functionalization, is very important in the
preparation of materials with new properties. Even the
tailored creation of specific defects can provide a way to
modify the surface chemistry (see Sect. 4.2). One exam-
ple of functionalization reported in the following is that
of Ni ions introduced in the MgO matrix and their role
in N2O decomposition.

The decomposition of N2O over oxide surfaces has
been studied intensively because of the environmental

Fig. 5 The figure shows the experimental IR spectrum of CO
adsorbed on polycrystalline MgO (left) and the simulated spec-
trum (right, see also corresponding values in the two tables
and normal modes in the inset). The data reported refer to

O4c − (CO)2−
3 and O3c − (CO)2−

3 trimers formed at 4c (edge)
and 3c (corner) oxide anions of the MgO surface (see inset on the
left). Reprinted from [104]
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problems connected with the release of this molecule in
industrial processes or from car exhausts [105,106]. One
of the systems which has been studied most is MgO. It
has been suggested [106] that the dissociative reaction
of N2O follows a Eley-Rideal mechanism in which the
oxygen atom of N2O is transferred to the surface O2−
anion with formation of a peroxo group, O2−

2 :

N2Ogas + O2−
surf → N2gas ↑ +O2−

2surf
(6)

The reaction then proceeds by recombining two oxygen
atoms and desorption of an O2 molecule:

2O2−
2surf

→ O2gas ↑ +2O2−
surf (7)

The formation rate of N2 and O2 per surface area
increases linearly with the inclusion of Ni ions in a MgO
matrix, reaching a maximum for a Ni concentration of
about 50% [107]. With this material the activity is 20
times higher than on pure MgO. Thus, the presence of
Ni at the catalyst surface is essential for increased N2O
decomposition. The role of Ni impurities in Ni-doped
MgO has been investigated theoretically with cluster
models [108]. The oxygen abstraction from N2O is the
rate limiting step and the computed barrier, 1.37 eV
for MgO terrace and 1.34 eV for MgO edge sites, is
very close to that determined experimentally, 1.3 eV
[109]. On the Ni-doped surface the nature of the tran-
sition state is the same as for pure MgO, but the bar-
rier is reduced by about 0.2 eV, sufficient to explain the
increase in rate of formation of N2 by about one order of
magnitude with respect to pure MgO [107]. This shows
how the dilution of a small amount of extra atoms in the
oxide structure is sufficient to deeply modify the surface
activity.

4.4 Redox properties of transition metal oxide surfaces

Compared to MgO or SiO2, TM oxides offer a much
richer chemistry largely related to their redox proper-
ties. TM metal oxides are often non-stoichiometric, can
change composition and oxidation state of the metal cat-
ion, and span a broad range of properties (ferroelectric,
paraelectric, magnetic, etc.). Here we discuss a special
case of surface reactivity connected to redox properties
of titania.

The adsorption of Au atoms, clusters and particles on
TiO2 surfaces is without any doubt the most intensively
studied problem in the field of supported metal clusters
on oxides under controlled conditions [110–115] (see
also Sect. 6). This is stimulated by the not yet resolved
problem of the catalytic CO oxidation promoted by
small Au particles deposited on titania discovered by
Haruta some years ago [116]. In a recent study Au atoms

have been deposited on reduced and oxidized TiO2 thin
films grown on Mo(110) in UHV [117]. DFT plane wave
calculations have shown that Au forms a weak bonding
to the regular surface, De < 0.5 eV, and that keeps the
5d10 6s1 atomic configuration. Little or no charge trans-
fer occurs between Au and the surface [117]. Things
change dramatically on O vacancies, quite abundant on
TiO2 and characterized by the presence of two reduced
Ti3+ atoms near the vacancy (see Fig. 4 and Sect. 4.2).
On these defect sites Au is bound by ≈1.8 eV [117]. Spin
density plots show that the spin is localized inside TiO2
and that no spin density is left on the Au atom (closed
shell). The analysis of the density of states (DOS) shows
that the 6s level of Au is filled and falls below the Fermi
level, Fig. 6. Thus, the Au atom bound to an O vacancy
of TiO2 is formally 5d10 6s2 and can be viewed as Au−
anion (notice that gold has a high EA, 2.31 eV accord-
ing to both experiment and calculations). This is a clear
example where the reduced TiO2 surface acts as an elec-
tron donor, and is able to reduce the adsorbed Au spe-
cies. Next we show that the opposite mechanism, i.e. the
transfer of electrons from the adsorbate to TiO2, is also
possible.

A CO probe molecule has been adsorbed on the sup-
ported Au atoms to check the nature of the Au–TiO2
interaction. On stoichiometric TiO2 neutral Au atoms
are preferentially bound to the bridging oxygens of the
surface. When a CO molecule is added, a strong change
in the Au-support interaction occurs: the 6s electron of
Au is transferred to the Ti 3d states, Au becomes for-
mally Au+ and the TiO2 substrate is reduced! The Pauli
repulsion with the CO 5σ orbital destabilizes the 6s level
of Au which is pushed above the Fermi level; the 6s elec-
tron is transferred to the substrate and almost no spin
density is left on gold. In this way the CO molecule can

Fig. 6 Density of states of an Au atom adsorbed on an oxygen
vacancy of the rutile TiO2(110) surface
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form a strong bond with Au, 2.4 eV, close to that of gas-
phase Au+ –CO, 2.08± 0.15 eV [118]. The Au → TiO2
charge transfer is demonstrated also by a blue-shift in
the CO vibrational frequency typical of CO adsorbed
on metal cations, from 2,097 cm−1 of gas-phase AuCO
to 2,151 cm−1 of TiO2 supported AuCO. The agreement
between computed and measured CO stretching fre-
quencies for AuCO complexes formed on reduced and
oxidized TiO2 surfaces provides a solid verification of
the theoretical predictions [117].

This is a clear example of how TM oxide surfaces can
act both as reducing agents (in this case the activity is
related to the presence of defects), or as oxidizing spe-
cies. It also shows an example where CO does not act
simply as a probe molecule but induces a strong change
in the adsorbate (Au is neutral before CO adsorption,
and positively charged after). In Sect. 6.1 we will see
another example where CO does not simply act as a
probe molecule, but on a different substrate, MgO.

5 Thin oxide films on metal substrates

Thin oxide films epitaxially grown on metal substrates
constitute a class of materials with unprecedented prop-
erties and potential applications in magnetic tunnel junc-
tions, dielectrics in miniaturized electronic devices,
plasma display panels, supports for metal nano-catalysts,
etc. It is possible to tune their electronic properties by
changing the oxide film thickness or the metal support,
thus changing the interface bonding, film structure, lat-
tice parameter, etc. In the last 15 years an intense activity
has been directed to the preparation and characteriza-
tion of these systems [4,119]. So far, the attention has
been mostly on film structure (often this differs from the
bulk one), on chemical properties (relationship between
surface morphology, defects and chemical reactivity), or
on the possibility to deposit in a controlled way metal
nano-clusters and even isolated atoms. However, oxide
films induce other important modifications in the elec-
tronic structure of the system, in particular they can lead
to a significant increase or decrease of the work function
of the metal substrate, �met.

One of the consequences is that the deposition of
nano-clusters on the oxide surface can result in a charge
transfer to or from the substrate depending on the posi-
tion of the corresponding Fermi energies [120]. The
charge transfer can spontaneously occur through tun-
neling mechanisms or can be stimulated by an external
electric field like that of an STM tip [121]. A pecu-
liar behavior of Au atoms on MgO/Mo(100) or MgO/
Ag(100) ultra-thin films has been predicted theoreti-
cally [120,122]. In particular, Au atoms become Au−

anions by capturing an electron from the Mo conduction
band via electron tunneling through the thin dielectric
barrier. Recent experiments on Au atoms deposited on
Al2O3/NiAl(110) and on MgO/Ag(100) films seem to
support this view [123]. This phenomenon can lead in
principle to a new class of materials where the charge
state (positive or negative) of a deposited metal nano-
particle is determined by the nature of the metal/oxide
interface.

To better illustrate this concept let us consider four
interfaces, MgO/Ag(100), MgO/Mo(100), TiO2/Mo(100)
and SiO2/Mo(112) (for a detailed description of the
structure of these films see below Sect. 6.1) [124]. DFT
plane wave calculations have shown that MgO films
induce a decrease of � of 1–2 eV compared to the metal
substrate, Fig. 7 (� goes from about 4 eV to less than
3 eV). A recent experimental estimate of �� for
MgO/Mo(100) is about −1 eV; on W(110) �� is −1.8 eV
[125]. Both sign and magnitude of these shifts are con-
sistent with the theoretical predictions. SiO2 and TiO2,
on the contrary, induce an increase of � of about 0.5–
1 eV. Work function measurements for SiO2/Mo(112)
give an estimate of 5.2 eV, 0.8 eV more than for the free
metal [126]. On TiO2/Mo(100) films the increase in �

is of 0.5 eV [125]. These values are in qualitative agree-
ment with the DFT calculations. In particular, notice the
different sign of the work function change going from
MgO to SiO2 or TiO2 films, which reflects the different
bonding at the interface.

The shifts in work function have a different origin for
the various oxides considered. For SiO2 and TiO2 the
increase in � can be explained with the classical model

Fig. 7 Projected density of states of MgO(3L)/Mo(100) (top) and
SiO2/Mo(112) (bottom) supported films. The vertical solid line
indicates the position of the Fermi level (taken here as a measure
of the surface work function) in the metal/oxide system; the verti-
cal dotted line indicates the position of the Fermi level in the pure
metal substrate
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of surface dipole due to metal-to-oxide charge transfer
at the interface. On the contrary, MgO/metal interfaces
exhibit a negligible charge transfer from the oxide to
the metal, by far too low to justify the large changes
observed. The change in � is due to a polarization of
the metal electron density enforced by the oxide layer,
with consequent change in surface dipole [124]. These
results show that this property can be tuned and mod-
ified in metal/oxide interfaces, an important aspect for
the design of new materials based on ultra-thin oxide
films.

6 Supported metal clusters on oxides

There are several reasons why supported metal clus-
ters can play a role in nanoscience and nanotechnol-
ogy [1,2,7,127,128]. The most immediate application is
related to catalysis by supported metal particles [6]. In
order to be active, the metal particle must have a size
of a few nanometers. The better is the control on the
size distribution of the particles, the more efficient is the
catalyst. However, despite several efforts to better char-
acterize the relationships between surface morphology,
size, and shape of the metal particles, a deep understand-
ing of the catalytic mechanisms if often lacking. Nanoc-
atalysis is a field related to the possibility to produce
new catalysts at the nanoscale under controlled condi-
tions. Other fields where supported metal clusters will
play a role are in the microelectronic technologies and
in particular in the production of sensors, in magnetic
recording, or in optoelectronic applications.

6.1 Metal atoms on oxides

Nowadays it is possible to prepare in a controlled way
assemblies of atoms on “inert” supports and manipu-
late them at the atomic scale. Examples of chemistry
on single metal atoms have been reported [5,129–132],
showing also that modifications of the chemical activ-
ity are possible by stabilizing the metal atoms at spe-
cific defects of the surface [129]. This opens stimulating
perspectives in the field of nanotechnology. One gen-
eral problem is the characterization of the electronic
properties of the supported metal atoms. Indirect infor-
mation can be obtained from adsorption of CO mol-
ecules and from the measurement of their vibrational
shift, but some care is required in the interpretation of
the results. We have seen above that CO can induce
deep changes in supported ad-atoms, as in the case of
TiO2 where it induces a charge transfer from Au to TiO2
(see Sect. 4.4). Another example in this direction is that
of CO adsorbed on Au atoms supported on MgO(100)

[133]. While a Au atom on MgO is neutral, the addi-
tion of CO leads to a charge transfer from the oxide to
the AuCO complex, which formally becomes [AuCO]−,
with consequent huge red-shift of nearly 300 cm−1 in the
CO stretching frequency which becomes ∼=1,850 cm−1.
This result has been obtained, beside very accurate
experiments, with a variety of computational methods,
from plane wave DFT with ultra-soft pseudopotentials
to fully relativistic all electron DFT calculations, from
B3LYP to CCSD(T) using cluster models, etc. [41]. It
shows that the predictive level of theory in this field
is similar to that reached in the more classical area of
molecular chemistry.

EPR is a powerful technique to study paramagnetic
adsorbed atoms. It has been used on polycrystalline
high-surface area MgO to identify the properties of
adsorbed alkali metal atoms [67,68,134]. K atoms are
stabilized at specific morphological sites of MgO, the
reverse corners, where they are stable up to 380 K [135].
Above this temperature diffusion and aggregation pro-
cesses take place. The MgO surface acts as a kind of “sol-
vent” which perturbs the spin properties of the adsorbed
K atom, and its hyperfine coupling constants (hfcc) devi-
ate strongly from that of the free atom. In particular,
the isotropic constant, aiso, is reduced by 50% when K
is adsorbed on a reverse corner [135], despite the fact
that no charge transfer occur. EPR measurements are
considerably more difficult to perform under UHV con-
ditions. Here the advantage is the atomistic control of
the surface morphology thanks to the use of STM for
the characterization of ultra-thin oxide films [136]. The
price to pay, however, is a considerable loss in EPR sig-
nal intensity as the surface area at disposal is strongly
reduced, from hundreds of m2 /g of powder samples,
to 1–2 cm2 in the thin film regime. The detection limit
of EPR equipment is sufficient to collect well resolved
EPR spectra for paramagnetic atoms adsorbed on thin
MgO/Mo(100) films [136]. The study of deposited Au
atoms at very low temperature (30 K) has unambig-
uously shown adsorption on-top of O anions of the
MgO(100) terraces [136]. Changes of the order of 50%
have been observed in the aiso value of the adsorbed Au
atom in analogy with the results for K on MgO powders
[135], despite the different adsorption sites (flat terraces
for Au and reverse corners for K). These experimen-
tal studies have opened various questions for theory. In
fact, the EPR properties of atoms such as K and Au are
very sensitive probes for the interaction with different
surface sites (notice that while the calculation of hyper-
fine properties of K atoms can be done with standard
all electron approaches, the study of Au requires to per-
form all electron fully relativistic calculations [137]). The
large reduction of aiso(Au) or aiso(K) when the atoms
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are deposited on MgO is not related to the occurrence
of charge transfer or to s–p hybridization of the atoms.
Rather, it is due to an expansion of the outer s elec-
tron to reduce the Pauli repulsion with the surface. DFT
has been able to reproduce in a satisfactory way both
the hyperfine and superhyperfine constants (with the
17O isotope), although for Au the errors are larger due
to inherent approximations in the relativistic approach
[135,136].

As a second example of adsorbed metal atoms on
oxide surfaces we consider that of Au and Pd on SiO2
[138]. Metal atoms deposition has been studied in detail
on MgO, Al2O3, and TiO2, but only in the last years an
intense effort has been directed towards silica. The rea-
son is that the silica surface is often disordered, defect-
rich, and difficult to characterize. Thin silica films, well
known for their use in the microelectronic industry, grow
amorphous on Mo(110) and Mo(100) substrates [139]
and only recently well-ordered crystalline silica films
have been prepared on Mo(112) [140]. The film con-
sists of a single silica layer of 3–4 Å thickness, formed
by SiO4 tetrahedra which share three Si–O–Si bridges
with the forth oxygen directly bound to the Mo sub-
strate, Fig. 8 [141,142]. The elucidation of the structure
of the SiO2/Mo(112) films, based on combined DFT cal-
culations, and FT-IR, STM, and LEED measurements
[141,142], has opened new perspectives for the theoret-
ical modeling of deposited atoms like Au and Pd.

According to plane wave DFT calculations, both
deposited Au and Pd atoms interact weakly with the reg-
ular Si or O sites of the SiO2 surface (De < 0.3 eV) [138].

Fig. 8 Structure of an adsorbed Au atom on a
TixSi1−xO2/Mo(112) film (side view). Pale blue atoms Si;
yellow atoms oxygen; black atom titanium; gray atoms Mo

Fast diffusion of the deposited atoms is thus expected
even at very low temperatures. Because of the smaller
dimensions, however, Pd can bind more efficiently than
Au to the silica rings, partially interacting with the
SiO2/Mo interface. These theoretical results have been
used to rationalize the observed growth of small metal
particles on SiO2/Mo(112) films. Generally, two major
kinds of defects are expected to be present in these films:
extended defects like steps and domain boundaries, and
point defects, most likely oxygen vacancies. Deposition
of Au at RT on a film low in point defects results in the
preferential nucleation and grow of the Au clusters on
the extended defects [143,144]. On the contrary, when a
SiO2 film with a high density of point defects is prepared,
the clusters nucleate and grow in correspondence of the
point defects on the terraces [143,144], a result which
is fully consistent with DFT calculations [138]. A differ-
ent behavior is expected for Pd. Since the Pd atom can
bind more efficiently with the six-member rings of the
silica terraces, Pd clusters on the silica film will produce
homogeneous nucleation even on defect-poor films. In
fact, the Pd atom bound at the SiO2-Mo interface can
start the nucleation of a small cluster. This is consistent
with the observation that at Pd nanoclusters exist ran-
domly on the terraces of the on SiO2/Mo(112) film [145],
at variance with Au where decoration of the line defects
is observed [143,144].

Quite different is the behavior of Ti-doped silica films.
Recent studies by Goodman et al. [143,144] have shown
that the propensity of the silica films to bind and stabi-
lize deposited metal atoms grows significantly by dop-
ing the films with Ti. Highly diluted Ti atoms replace
Si in the film without significant structural or electronic
changes: they remain tetrahedrally coordinated, and for-
mally keep a +IV oxidation state [138]. However, the
Ti impurities introduce low-lying empty levels with Ti
3d character in the silica gap. These states can easily
hybridize with the orbitals of the adsorbed Au and Pd
atoms, induce substantial surface reconstruction, Fig. 8,
and form relatively strong bonds. These results shed light
into the mechanism of nucleation and growth of small
Au clusters on Ti-doped silica films [143,144]. In fact,
STM images show that gold clusters form in correspon-
dence of the protrusions due to the Ti defects [143,144].
This is another example of functionalisation of an oxide
surface (see Sect. 4.3) which could also be important to
enhance the catalytic properties of the Au/SiO2 system.

6.2 Growth of supported of metal clusters on oxides
from self-assembly of isolated atoms

Two different approaches are usually followed to
prepare supported nanoclusters in UHV conditions.
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Metal clusters can be generated in the gas-phase, mass-
selected, and then gently deposited on the substrate
(either in form of single crystal or thin film). This is
a very sophisticated technique, developed in the group
of U. Heiz some years ago [129–131,146]. It is based on
the production of gas-phase metal clusters in a molec-
ular beam by laser vaporization. The beam contains a
fraction of ionized clusters, which can then be separated
by mass using a quadrupole mass spectrometer. In this
way one obtains a beam of metal clusters all having
the same size and the problem becomes that to gen-
tly deposit them on the surface (soft landing), in order
to prevent damage to the substrate or cluster fragmen-
tation. With this approach one produces truly monodi-
spersed supported metal clusters all having the same size
(and possibly also the same shape). Examples of chem-
ical reactivity of supported size-selected metal clusters
have been reported, together with an interpretation of
the results based on first principle calculations [129,130].

As an alternative, metal clusters can be generated by
deposition of the metal from a vapor [146,147]. After
impinging on the surface, the metal atoms diffuse and
self-aggregate to form clusters of various size, depend-
ing on the vaporization rate, substrate temperature, flux,
etc. The level of control on the cluster dimensionality is
not very high, but it has improved enormously in the
last few years and examples of well defined clusters and
even of isolated atoms deposited on oxide surfaces using
this technique have been reported [146].

Nucleation and growth of metal clusters from self-
assembly of deposited atoms is dominated by diffu-
sion of monomers on the surface. Usually diffusion is
stopped at point defects where the atoms are more
strongly bound and where nucleation and growth occur
[148,149]. Theory has been very helpful to gain insight
into the mechanisms of deposition and nucleation. Under
typical growth conditions, dimers constitute the first step
in island nucleation. Atomic-force microscopy (AFM)
measurements on the growth of Pd clusters on
MgO(100) have shown a constant island density over a
wide span of deposition temperatures, typical of defect
controlled nucleation [149]. When present, O vacancies
at the surface of MgO (F+ and F centers, see Sect. 4.2),
act as strong traps for the metal atoms [129]. However,
some authors have suggested that F centers are ineffi-
cient for dimerization of late transition metals [150],
leaving the question of the sites where Pd nucleates
open.

The problem has been addressed in a systematic the-
oretical study of the dimerization of Pd atoms at various
defects on the MgO surface (steps, F and F+ centers and
divacancies [151]). Dimerization is always favorable,
although neutral divacancies and F+ centers exhibit a

Table 1 Properties of Pd atoms and dimers adsorbed at regular
and defect centers of the MgO surface

O5c, terrace O4c, step F center

Ea(Pd)(a) eV Cluster 1.50 1.97 4.05
Periodic 1.36 1.85 3.99

Eb(Pd − Pd)(b) eV Cluster 0.35 0.54 0.39
Periodic 0.50 0.66 0.57

R(Pd–Pd), Å Cluster 2.79 2.63 2.73
Periodic 2.79 2.63 2.69

(a) Ea = −E(Pd1/MgO_site) + E(Pd) + E(MgO_site)
(b) Eb = −E(Pd2/MgO_site)−E(MgO_O5c)+E(Pd1/MgO_site)

+E(Pd1/MgO_O5c)

much stronger tendency to nucleate Pd dimers. This
study was based on the simultaneous use of periodic
and cluster approaches and constitutes a clear example
of the equivalence of the two methods, see Table 1 [151].
It has further demonstrated the role of point defects in
the dynamics of nucleation and growth of metal nano-
particles on oxide surfaces.

6.3 Electronic modifications of metal clusters induced
by interaction with a defect

We have seen above (Sect. 4.2) that a variety of defect
centers can exist at the surface of an oxide like MgO.
Each defect may exhibit a specific effect on the prop-
erties of adsorbed species. This becomes particularly
important for the chemical reactivity of supported metal
atoms and small clusters. In fact, point defects not only
act as nucleation centers in the growth of metal clusters
(Sect. 6.2), but they can also modify the catalytic activ-
ity of the deposited metal particle [129,152,153]. An
interesting example is the cyclization reaction of acet-
ylene to form benzene, 3C2H2 → C6H6, catalyzed by
Pd atoms supported on MgO thin film [129,153]. On
the MgO(100) surface no benzene is produced. How-
ever, even 0.2 monolayers of deposited Pd atoms pro-
duce benzene for temperatures of about 215 K. The
possibility to catalyze the acetylene trimerization
depends critically on the ability of the metal center to
coordinate and activate two C2H2 molecules and then
to bind a C4H4 intermediate according to reaction:

Pd + 2C2H2 → Pd(C2H2)2 → Pd(C4H4) (8)

The level of activation of acetylene is clearly larger when
a single C2H2 is adsorbed, consistent with the idea that
the electron density on the metal is essential to promote
molecular activation. A key point is therefore the ability
of the Pd atom to bind more than one acetylene mol-
ecule. Once two acetylene molecules are bound to the
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Pd atom, in fact, the formation of the C4H4 intermedi-
ate occurs with a large energy gain. The following step,
C4H4 + C2H2 → C6H6, requires the capability of the
metal center to coordinate and activate a third acetylene
molecule according to reaction:

Pd(C4H4) + C2H2 → Pd(C4H4)(C2H2) → Pd(C6H6)

(9)

DFT calculations show that the third C2H2 molecule
interacts very weakly with Pd(C4H4) in gas-phase
[129,153] and that an isolated Pd atom is not a catalyst
for the cyclization process, at variance with the experi-
mental observation for Pd1/MgO.

Clearly, the MgO support plays a direct role in modi-
fying the properties of the supported Pd atom. A model
study where the electronic charge on a Pd atom has been
artificially augmented has shown that an excess of charge
on Pd reinforces the bonding and the activation of acet-
ylene [129,153]. This shows that the increase of the elec-
tron density on Pd is a key mechanism to improve the
catalytic properties of the metal atom. Therefore, the
role of the substrate must be that to increase the “basic”
character of the Pd atoms (or clusters). DFT calculations
have shown that the Pd–MgO bond is not characterized
by a pronounced charge transfer [154]. However, when
Pd is deposited on an O2− ion at a terrace, a step, or a
corner site the activation of C2H2 is more efficient than
for an isolated Pd atom [129]. The donor capability of Pd
increases as a function of the adsorption site on MgO in
the order terrace<edge<corner, the same trend of sur-
face basicity observed in the CO polimerization reaction
[104] (see Sect. 4.2). However, even on the O2−

4c and O2−
3c

anions the Pd atom is not an active catalyst for the cyclo-
trimerization [129,153]. The increase of electron density
on Pd at these sites does not account for the observed
reactivity.

Things are different when Pd sits on F and F+ centers.
In this case one can form stable Pd(C4H4) complexes,
and bind and activate the third acetylene molecule. In
addition, the computed energy barriers are broadly con-
sistent with the observed desorption temperature (the
barriers are of the order of 1 eV [155], i.e. account for
benzene formation between 200 and 300 K).

Much larger barriers are found for other sites. The
conclusion is that on F centers a Pd atom becomes an
active catalyst for the reaction and that the substrate
has a fundamental role in the reactivity of the supported
metal. The F centers delocalize in a very effective way
the two electrons trapped in the cavity over the adsorbed
Pd atom, thus increasing substantially its ability to bind
and activate adsorbed hydrocarbon molecules. Thus,
F centers not only act as trapping sites of Pd atoms,

but they also modify their chemical activity. The same
conclusion has been obtained from the study of Au8
clusters on MgO in the catalytic oxidation of CO to
CO2 [152,156].

6.4 Optical properties of supported metals

The optical response of clusters and nanoparticles is of
both fundamental and technological interest in fields
like opto-electronics and photochemistry. Due to the
discrete electronic structure it is possible in principle
to tune the photochemical activity by selectively excite
an electronic transition relevant for a given chemical
transformation. This can open unexplored possibilities
to promote selectively reaction paths by exciting in a
specific energy window a cluster of given size and shape.

Cavity Ringdown Spectroscopy (CRDS) allows to
study highly diluted systems such as supported clusters
due to its high sensitivity. Recently, CRDS has been
used to study the visible absorption response of gold
atoms and dimers adsorbed on α-SiO2 [157,158]. The
absorption spectrum of Au1/α − SiO2, Fig. 9, shows two
well-resolved transitions at 1.90 and 1.95 eV, a band at
2.48 eV, and another band at 2.75 eV. These bands can
be attributed to isolated Au atoms as there is no resem-
blance with the absorption spectra of Aun clusters on
SiO2. An intense band at 2.35 eV (inset of Fig. 9) is due
to gold dimers, Au2/SiO2, and is theoretically predicted
at 2.38 eV (see below).

To understand the optical spectrum of Au1/SiO2 and
Au2/SiO2 and to characterize the adsorption sites, clus-
ter model DFT and TD-DFT calculations have been
performed. As found for the SiO2/Mo(112) films (see
Sect. 6.1), also on amorphous SiO2 the Au atoms do not
bind to the regular surface sites (Si–O–Si), nor to the iso-
lated, ≡SiOH, or geminal, =Si(OH)2, hydroxyl groups.
The fact that cluster growth is not observed experimen-
tally suggests a strong role of surface defects in stabi-
lizing the deposited Au atoms. Several point defects are
present in the bulk and on the surface of amorphous
silica: Si dangling bonds, ≡Si• (E’ center), non-bridg-
ing oxygen, ≡Si–O• (NBO center), silanolate, ≡Si–O−
(NBO− center), O vacancy, ≡Si–Si≡, two-coordinated
silicon, =Si:, etc. [159]. Three defect centers, E’, NBO,
and NBO−, have been considered in the calculations as
possible adsorption sites because of their higher abun-
dance. The binding energies of Au1 and Au2 to these
defect centers range from 0.9 eV (≡Si–O−) to 3.2 eV
(≡Si•), indicating a high sticking probability for Au
atoms diffusing on the surface and thermal stability at
RT.

From the computed Te
′s the two main lines, at 2.48

and 2.75 eV, are attributed to [≡Si–O–Au] (Te=2.59 eV),



842 Theor Chem Acc (2007) 117:827–845

Fig. 9 Absorption spectrum of Au1 deposited on SiO2 (left).
Optimized structures of adsorption complexes on the surface of
silica, represented by a Si5O9H7 cluster model of edingtonite:

a Au atom bound to a ≡Si–O• or a ≡Si–O− defect centre; b Au2
dimer bound to a ≡Si–O• defect centre. Adapted from [157]

and [≡Si–O–Au]− species (Te = 2.86 eV). The weak
bands around 1.90–1.95 eV are due to low-energy, low-
intensity transitions of [≡Si–O–Au] and [≡Si–O–Au]−
(calculated around 2.07–2.26 eV). The peak of moder-
ate intensity at 2.79 eV is due to a weak transition of
the neutral [≡Si–O–Au] complex (Te = 2.99 eV). No
other trapping center considered can provide a similar
agreement with the measured spectrum.

The conclusion is that Au atoms bind preferentially
to ≡Si–O• or ≡Si–O− defect centers, and that these two
types of centers are present in relatively high concen-
trations on the surface of α-SiO2. This is further cor-
roborated by the results for Au2. The computed band
for a gold dimer interacting with a NBO centre, ≡Si–
O•, 2.38 eV, is very close to that measured for Au2/SiO2,
2.35 eV. The transitions for Au2 bound to a charged ≡Si–
O− defect occur at energies larger than 3.2 eV, and are
outside the measured spectral range (1.85–2.82 eV). This
study has confirmed the crucial role that point defects
have in the stabilization of supported species and has
shown the potential of CRDS and TD-DFT to identify
the optical properties of supported Au nanoclusters.

7 Summary and conclusions

In the last two decades we have assisted to the rapid
development of an area of research known as “scientific
computing”. This relatively new field complements the
more classical experimental approach for the solution
of scientific problems. Scientific computing should not
be confused with the more general areas of theoretical
chemistry or theoretical physics. Experiments produce
new facts and discoveries; the role of theory is to pro-
vide a general framework for the explanation of the
phenomena observed through a series of mathematical
laws. Scientific computing is something in between: it is
based on well established theories and formalisms but

it is used to provide new facts, in a way which becomes
more and more similar to the way experiments are per-
formed. Scientific computing has found its way in surface
chemistry, material science and nanotechnology.

In this review we have focused our attention on the
properties of oxide surfaces, and we have identified the
main factors that contribute to determine their behav-
ior: (1) nature of the bonding and electronic structure
of the oxide; (2) surface morphology and defectivity; (3)
doping and functionalization; (4) redox properties; (5)
nanodimensionality (e.g. in ultra-thin films). We have
also seen how each of these parameters can affect the
properties of supported metal atoms and nanoparticles.

The progress done in this field in the last 10–15 years
is impressive. It is largely due to new experimental meth-
ods and techniques but the role of theory and com-
putation cannot be underestimated. The possibility to
rationalize and even to predict new facts and behaviors
thanks to the constant interplay between theory and
experiment is an intellectual achievement that can only
improve and expand in the future.
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